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Disclosures

• None 



Objectives

At the end of session, participants will be able to:

• understand the role of human factors and resiliency engineering 
in high-reliability organizing;

• understand “system complexity” model as it relates to healthcare 
delivery and high-reliability organizing; and

• demonstrate the application of human factors and resiliency 
engineering principles in clinical operational practice.



Hello
• Two-state non-profit
• 18 hospitals; 3745 beds
• Complex ambulatory care 

integrated healthcare delivery 
network

• >50 outpatient and urgent care 
centers

• Leading rehabilitation and post-
acute facilities

• $5.9 billion in revenue
• About 39,000 employees



Key message #1

Healthcare is on 
fire and change 
is here to stay



Healthcare delivery daily operations are 
exceedingly challenged 
• Continuous supply chain disruptions 
• Higher acuity patients and longer LOS
• Decreased levels of support from visitors and families at 

the bedside
• Turnover of staff never seen before
• Loss of experienced and expert clinicians impacting 

mentorship; “Great resignation”
• Higher staffing ratios
• Record levels of fatigue and burnout leading to less 

vigilance
• New-to-practice clinicians graduated early without 

adequate preparation
• Reduced capacity to absorb normal fluctuations in patient 

surges 
• Increasing demands for efficient operations 



Cybersecurity threats at all-time high 

• The FBI’s Internet Crime 
Complaint Center:

• Pre-pandemic: 1000/day
• Post-pandemic: 

3-4000/day

• Patient records breached: 
• 41 million in 2019
• 3x > than in 2018 

• Data restore rate
• Only 69% of actual data 

restored

https://www.himss.org/sites/hde/files/d7/u132196/2018_HIMSS_Cybersecurity_Survey_Final_Report.pdf



Burnout is high and resiliency is at all-time 
low after the pandemic

• Healthcare workers are the 
#1 victims of workplace 
violence (OSHA)

• Sicker patients 

• More production pressure 

• Less support staff

• Challenged access

• More red tape 



Staffing and human teams are unstable
Turnover tsunami



Human-machine teaming is our new reality

The machines are no longer 
our tools, they are our partners



Key message #2

What Got Us Here, 
Won’t Get us There…

Quote by Marshal Goldsmith 



We need courage to challenge sacred 
assumptions about how to get to safe



Maybe THE question to move us along…

Chicken or the egg—where do you start?

Does a Culture of Safety define the operating system or does a 
System of Safety define the culture?

We need BOTH!!!



Limitations of social systems approach to safety

In a post-COVID, ever more 
digital world, what are the 
limitations of a Social Systems 
Approach, with a focus on 
people, teams, accountability, 
i.e. safety culture work as a 
means to improving patient 
safety?



Social system work disconnect and 
predictive value

Disconnect with reality • Snorre Alpha is a Norwegian offshore oil/gas platform 
operated in the North Sea. 

• In 2004, it suffered a subsea blowout (a buildup of gas 
from the reservoir blew “out of control”), which, luckily, 
did not ignite.

• The two descriptions of the same culture are 
dramatically different. 

• In the Safety Culture Survey, employees reported a 
very positive perception of the safety culture on 
the platform. 

• In contrast, the accident investigation provided a 
radically different view of work-life on the 
platform, indicating that production pressure 
often outweighed safety considerations.

• The lack of concurrence between the two descriptions 
suggests that social systems have little predictive value 
in patient safety.

Antonsen, S. Safety Culture Assessment: A Mission Impossible? 
November 2009 Journal of Contingencies and Crisis Management 17(4)



Limitations of a social system approach 
to safety

• Jan. 2020 to Oct. 2012

• Medline, Cochran

• 3679 abstracts

• 35 articles

• 29 showed some 
improvement or < 1%



Focusing on culture before/without 
systems redesign burns out clinicians
A significant contributor to staff burnout is poor system design

• Clinicians hold themselves to high 
professional standards.

• We don’t hold our tools and technology to 
those same standards.

• Then we ask staff to care for patients in 
environments with tools that are not 
designed well for the people that use them… 
and then expect them to be superhuman and 
not make operator errors.

• Focusing on behavioral change before 
system and process optimization leads to 
staff burnout and frustration.



Focusing on safety culture without a focus on system 
redesign is distracting at best, ineffective at worst

Focus on safety culture can be distracting

“There is a risk that a focus on cultural 
dimensions of safety (which, in fact, are often 
interpreted by managers within industry as 
the behavioral dimensions of safety), less 
attention is paid to more effective levers for 
safety improvement, such as design work 
on inherent safety and the implementation of 
technological improvements.” 

[Rollenhagen 2010]



A question of epistemology…

Chicken or the egg—where do you start?

 A System of Safety defines the culture and not the other way around.

We Need BOTH!!!



Key message #3

Respond to system complexity with more 
resiliency, not just, and maybe even more, 

than reliability.

Make it easy to detect errors and rescue 
from error becoming failure.



Clinical operating system

Socio-technical systems in healthcare are 
complex

• Pieces of the system interacting in ways unanticipated
• Dependency of different parts of the system on each 

other
• Changing contexts, rules
• Coupling: One part of the system can’t act without 

another, inter-dependence
• Resonance: Risks are additive in a non-linear way
• Emergence: Risks appear with scarcity
• Drip: Safeguards themselves can be risks 
• Human limitations in capability and capacity to do work
• Humans naturally drift or make micro-adjustments to 

account for failing systems (Safety 2, anti-fragility) 



WAI is not WAD

WAI does not = WAD because of complexity
22



Resiliency, not just reliability

“In complex environments (i.e. 
where WAD is not WAI), resilience 
often spells success, while even 
the most brilliantly engineered 
fixed solutions are often 
insufficient or counterproductive.”

- Gen Stanley McChrystal Team of 
Teams 2015
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Reliability

• Get it right the first time

• Avoid errors

• Optimizing a system to produce 
the intended results without failure 
more often than not

• Days without failure

R esiliency

• Assumes you will NOT always get it 
right the first time

• Expects errors

• Anticipates errors will occur eventually

• Number of precursor errors 
Recognized

• Days with rescue



Humans are a source of system resilience

Humans are a part of the S-T System 
that is healthcare. Their ability to 
recognize errors, adapt and 
compensate from errors turning into 
failure, to rescue and adjust is key to 
System Resiliency, which enables the 
system to reach its outcomes.



Making rescue easy is the key to safer outcomes

Resiliency
• Same complication rates
• Different surgical outcomes
• Attributed to ability to rescue 

patients from complications



Resiliency engineering and 4Rs



Use case - CLABSI



Leverage EMR to increase detectability of errors that 
could lead to failure

• AM rounds—RNs with team

• Daily shift Change safety sweep 
2x/day—

• PM safety sweep

• Weekly staff meetings—RN manager

• Clinical education team deployed as 
a “clinical risk management team” to 
support frontline staff who are 
overwhelmed.

• Divisional and local safety huddles



CLABSI: Sustained improvement

Jan. 2020 to Dec. 2022 
(through COVID)
• SIR went from 0.845 

to 0.63
• 25% reduction (VBP 

units)
• Avoided 65 infections 

(O: 155, P or E: 220)
• Cost per infection: 

$45,814  
• Total Cost Avoidance 

Savings: 65 * $45,814 
= $2,977,910

(reference: Zimlichman Et al. JAMA Internal Medicine December 9/23, 2013 Volume 173, Number 22, 2039-2046)



Key message #4

“Every system is perfectly designed to get the results it gets.”

Stop asking the humans to do more, try harder, remember more, 
be more vigilant…

Instead, utilize human adaptation as a source of strength and 
identify broken systems and redesign.

- Quote by Paul Batalden, Patient Safety & Quality Healthcare blog on August 3, 2015,



Redesign Great Catch reporting 



Great Catch, Great Save and Mission Moment program expansion



GC done differently: A proactive focus on 
system safety



Key message #5

Any time a system exceeds human capability and/or 
capacity to do work, errors will occur. 

Train humans differently. Not just to avoid errors but to 
expect errors, to recognize errors, detect them early and 
enable them to rescue. 



O perationaliz ing resiliency engineering in training  

Prevent errors  



Error avoidance
• A learning strategy where the learner focuses on correct actions and does not 

pay much attention to error recognition. 
• Examples of this are sequential step-by-step instructions or conventional 

tutorials. 
• This approach aims to eliminate errors before they occur by placing barriers 

(forced functions, two-step verification, redundancy of critical resources, 
checklists) between steps that contribute to an error. 

• In this model, errors are dealt with mostly after they have occurred, where 
recovery may or may not be discussed at all, and if so, is only focused on in 
relation to cataclysmic errors.  

• Weaknesses:
• Learners receive little training on how to recognize they are getting close to 

making errors or actual errors.
• Learners receive little support on rescuing from failure and/or containing 

error.



Error management theory

• EMT is a brain-based learning strategy that utilizes active 
exploration and explicit encouragement of learners to make errors 
during training as an approach to more successful and resilient 
long-term learning. 

• It sensitizes learners to what leads to error and what error looks like 
in its various forms so it can be recognized earlier, faster and more 
efficiently. 

• Enables a framework to rescue error  failure and how to contain 
failure.

• This theory exploits the fact that learners are motivated to 
understand and learn from their mistakes. 

Dror I. Medical Teacher, 2011, 33:1, 34-38 



Error management theory cont’d

• A learning strategy that promises to improve long-term retention, 
emotional resiliency and contextualization of learning. 

• Rather than avoid errors, learners are asked to embrace errors as part 
of the initial events of learning.

• Learners are asked to understand what “wrong is” or identify errors, 
error recognition and how best to manage the error, or error 
recovery.

• Increases Level 3 Situational Awareness (Projection, Anticipation).

Dror I. Medical Teacher, 2011, 33:1, 34-38 



Error management learning paradigm

Dror I. Medical Teacher, 2011, 33:1, 34-38 



Practical approach

• Just-in-time videos 

• Simulation

• EMT checklist
• obvious errors
• subtle errors 

• Recognition and 
rescue

• Contain



Thank you.

Oren Guttman, MD, MBA
oren.guttman@jefferson.edu

310-595-6642


	Resiliency engineering and human factors �as a path to high-reliability organizing 
	Disclosures
	Objectives
	Hello
	Key message #1
	Healthcare delivery daily operations are exceedingly challenged 
	Cybersecurity threats at all-time high 
	Burnout is high and resiliency is at all-time low after the pandemic
	Staffing and human teams are unstable
	Human-machine teaming is our new reality
	Key message #2
	We need courage to challenge sacred assumptions about how to get to safe
	Maybe THE question to move us along…
	Limitations of social systems approach to safety
	Social system work disconnect and predictive value
	Limitations of a social system approach to safety
	Focusing on culture before/without systems redesign burns out clinicians
	Focusing on safety culture without a focus on system redesign is distracting at best, ineffective at worst�
	A question of epistemology…
	Key message #3
	Clinical operating system
	WAI is not WAD�
	Resiliency, not just reliability
	Reliability and Resiliency
	Humans are a source of system resilience
	�Making rescue easy is the key to safer outcomes�
	Resiliency engineering and 4Rs
	Use case - CLABSI
	Leverage EMR to increase detectability of errors that could lead to failure
	CLABSI: Sustained improvement
	Key message #4
	Redesign Great Catch reporting 
	Great Catch, Great Save and Mission Moment program expansion
	GC done differently: A proactive focus on system safety
	Key message #5
	Operationalizing resiliency engineering in training  
	Error avoidance
	Error management theory
	Error management theory cont’d
	Error management learning paradigm
	Practical approach
	Questions?

